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Introduction to the problem

We want to develop a system that can answer to
the user’s questions on a structured set of
documents.

Direct prompting to LLMs may suffer of
hallucinations. In some specific cases, the faithful
of an answer is crucial.

LLMs are trained on large datasets that, for
obvious reasons, cannot include private
documents.

Generating answers from semantically structured documents

Is 9677 a prime number?

No, 9677 is not a prime | incorrect

number. | assertion
'E' It can be factored into 13 } snowballed

and 745, as 9677 = 13 x 745. hallucination

-~
Is 9677 divisible by 13?

.E. No /




How data is semantically structured

s ke N i W e il DB visit. Museum ID—meseum.Museum_ID

‘ - visit.visitor ID—visitor.ID

2Ll P Mus ID | Num Ticket | visitor ID | Total spent

i visit

i U D D\ e Levcl_of_mcm Agc

Table ) | Name | Num_Staff | Open_Year

Team Stadium Capacity
Bradford Bulls Provident 27,000 Database
is a friend of
Jan)198% Wigan Warriors DW 25,138
Knowledge graph
Table

KG = (V,E), where:

* Vs the set of entities.
e ECVXRXV.
 Ristheset of relations.
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How data is semantically structured cont;

« An ontology, is a data model that represents a
set of concepts within a domain and the

. . Teams Captains Wins Owner
rel'a'tlonShlps between those COI‘ICQPtS. 0 CsK MS Dhoni 3 ['Chennai Super Kings Cricket Limited]
. Main Com Onents Of an OntOlO . 1 SRH David Warner 2 ['Sun TV Metwork]
p g g ’ 2 Ml Rohit Sharma bS] ['Reliance Industries”)
* |ndividuals: things that can be named in the data. 3 RR SteveSmith 1 [‘Amisha Hathiramani’, 'Manoj Badale', 'Lachla...
4 KXIP KL Rahul 0 ['Mohit Burman', 'MNess Wadia', 'Preity Zinta',...
= Classes: a collection of individuals.
Owners Type
R . 0 Chennai Super Kings Cricket Limited Business
= Properties: these form a connection between an ) o TV Network  Busines
individual and a value. - -y
E.g. Owner — is — Type of Owner (business or individual) o i
3 Amisha Hathiramani  Individual
4 Manoj Badale Individual

» Relationships: define how two individuals are

related to each other.
E.g. Team — hasCaptain — Player
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Text generation
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Documents

* Pre-trained language models work well for
summarizing or answering questions about

set documents. N
Frequently Asked § g | 3 User guides and manuals
Questions (FAQs) / /
\ / \ =

\  Troubleshooting

Installation guides | | guides

= Data is stored in a semantically structured
way for creating a knowledge base (KB).

Specifications

Video guides
g and data sheets

\
| Glossaries

= How do we capture the semantic s paivg
connections between the data? We take
inspiration from knowledge graphs.

Procedures (SOPs) |
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Any-Shot Data-to-Text Generation

Input Data

Essex County Buzz Aldrin

New Jersey

William
Anders

Glen Ridge
New Jersey
-,
Apollo 11 P 1
ra
”
~
l -
P
P
-,
Data triples e

<Apollo 11, operator, NASA>

<Buzz Aldrin, birthPlace, Glen Ridge _E-F

-
-

New Jersey>

Data Disambiguation

Prompt 1
Table: Michael | birth Place | USA

Text: Michael was born in the USA.

Short sentences

Apollo is
=W| operated by
NASA.

Prompt 2 L GPT-3 Buzz Aldrin was

Table: Michael | birth Place | USA / born in Glen

Text: Michael was born in the USA. Ridge, New
Jersey.

vTab\e: Buzz Aldrin | birthPlace | Glen Ridge

New Jersey

Text:

Generating answers from semantically structured documents

Sentence Fusion

Any-shot

finetuning
Weakly-
supervised |

Final output

Buzz Aldrin was
born in Glen Ridge,
Essex County, New
Jersey. He went on
to become a crew
member on Apollo

11 which was
operated by NASA
in 1963. William

Anders was the
backup pilot for

Apollo 11....




Graph-Text Joint Representation Learning

* |Introduces a structure-aware semantic .y
. : N H N L]
aggregation module on top of vanilla self- SH> AR 1 <T> B <H> B <R>rac <T>C 31 3y
attention. ( Resiou Loyer ]ﬁ
= Uses a mean pooling layer to obtain the o
representation of each entity and relation [Smure_Aware?ef_Attention o)
from the output of the vanilla self-attention I J
lager. l [A % C ! TABﬁTBCJ
. Pooling Layer
= Structure-aware self-attention layer: i :
B
V| <H> A <R>1yp <T>B <H>B <R>1p; <T>C x; X3 X3 X4
) [ l Vs l VR - -
2 = (- W +qg.. W ( Vanilla Self-Attention Layer |
2 Z 5@3 ( J ng ) &
Jj=1 hi-t
T SH> A<R>1p <T>B <H>B <R>71p <T>C X1 X3 X3 X4
y exp(u) o (Awes) (Z;WKS n qngKR) Giinear X
Ty e, Vi
1= 1727"' :|V‘

Generating answers from semantically structured documents




Pre-training on knowledge graphs

Pre-training allows the model to acquire the
representation of the words within the
sentences.

Also, it helps the models to converge faster on
the fine-tuning task.

We will see some approaches to apply the pre-
training phase also on knowledge graphs.

Generating answers from semantically structured documents

Original text

Thank you fef inviting me to your party Jast week.

Inputs

Thank you <X> me to your party <Y> week.

Targets
<x> for inviting <v= last <z>

T5's mask language modeling (Raffel et al., 2019)




Graph-Text Joint Representation Learning cont;

= Two pre-training approaches that exploits the target text X:

« Graph Enhanced Text Reconstruction: recover the masked
text sequence based on the complete knowledge graph.

Xy X5 X3 X4 <[5>

trrtt

Encoder ]@[ Decoder} L = —log P(X|G, X
T T IT Tt f 11 1T T 11 T11t1 et g P(X]6, X)
<H> A <R> 135 <T> B <H> B <R> g <T> C <SEP> x; <M> Xg <S> X1 Xo X3 X4
Glinear b'e X

(a) Graph Enhanced Text Reconstruction

« Text Enhanced Graph Reconstruction: recover the masked
entities and relations in the linearized knowledge graph.

TaB B B
t 1 t R
Encoder } Lgraph = —log P(G|G, X)

L L A A L A O R R L

<H> A <R> <M> <T> <M> <H> <M> <R> 15, <T> C<SEP> X1 X5 X3 X4
\_v_l

giinear X
(b) Text Enhanced Graph Reconstruction
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Self-supervised Graph Masking

Input Data

Essex County Buzz Aldrin
New Jersey

Wwilliam
ndlers

Glen Ridge
New Jersey

Dacy,

Apollo 11

1

<Apollo 11, operator, NASA>

Data triples

<Buzz Aldrin, birthPlace, Glen Ridge
New Jersey>

Pre-training Task

Input (Triples format: [S|head,,P|relation;,0|taily,/;]) Target Output

Triple Prediction

[<X>, 1], [S | New York City, P | country, O | United States, 2], [S| New York City, <X> [S| Asser Levy Public Baths, P |
P | is Part Of, O | Manhattan, 2], [S | Manhattan, P | leader Name, O | Cyrus Vance location, O | New York City] <Z>
Jr., 3], [S | Manhattan, P | is Part Of, O | New York, 3]

Relation Prediction

[S | Asser Levy Public Baths, P | location, O | New York City, 1], [S | New York <Y> P | country <Z>
City, <Y>, 0| United States, 2], [S | New York City, P | is Part Of, O | Manhattan,

2], [S | Manhattan, P | leader Name, 0 | Cyrus Vance Jr., 3], [S | Manhattan, P | is

Part Of, 0 | New York, 3]

Triple Prediction +
Relation Prediction

[«X>, 1], [S | New York City, P | country, O | United States, 2], [S| New York City, <X> [S| Asser Levy Public Baths, P |
P | is Part Of, O | Manhattan, 2], [S | Manhattan, <Y>, 0 | Cyrus Vance Jr., 3], [S | location, O | New York City] <Y> P | leader
Manhattan, P | is Part Of, O | New York, 3] Name <7>

Table: The input-output format for graph masking strategies.

We want to minimise the negative log-likelihood of the masked part of the graph:

N
Lemp = — z logp(m;|x;)
i=1
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Quering the
Knowledge Base
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Introducing QA with structured data

= So far, we have seen how text can be generated
from semantically structured data.

= The next step is to combine user’s questions and
text generation to obtain an answer.

= The aim is to prompt a language model in such a
way that it can generate responses leveraging on
the information that is contained in the knowledge
base.

Generating answers from semantically structured documents




We encode the question g into an entity
e; in such a way it can be connected to
the KG.

Starting from e,, we perform the
invoking-linearization-generation
procedure two times using the two
interfaces in KG sequentially.

First, we extract the candidate one-hop
relations then leverage the LLM to
select the useful relations {r}.

Then, based on {r}, we collect the

relevant triples for the head entity e,,
and relation in {r} and finally employ
the LLM to select the most relevant
triples.

Generating answers from semantically structured documents

Q&A on knowledge graph: StructGPT

Invoke: Extract Neighbor Relations (Harper Lee)

Question: what highschool did harper lee go to?

The candidate relations: education ... birthplace.
The question is ...

Provide only one relevant relation that's present
in the candidates ...

\—' The relevant relation: education.

Generate

The triples are: (Harper Lee, education,
CVT 0) ... Based on these triples ... give me
the final answer entity.

You just need to provide only one answer entity.
If you think ...

\—> Answer: Monroe County High School

Generate

college

type

Return: [education ... birthplace] .
) residence

Linearize: “education ... birthplace”

Invoke:

CVT o Institution

education

Monroe
County

Extract Triples (Harper Lee, [education])

college

Return:

[(Harper Lee, education, CVT _0) ... | type

Linearize: . residence

“(Harper Lee, education, CVT 0); ...~ education

type
high
school

CVT o| Institution

education

-

nstitution
Monroe
County

Question : ; Final Answer or Executable SQL
KGQA ‘Who is the wife of Jeff Probst? i i Lisa Ann Russell
" H I
E TableQA what is the last stadium listed on this chart? E \ DW |
' 1 1
E Text-to-SQL How many visitors below age 30 are there? H i SELECT count(*) FROM visitor WHERE age <30 |
S e i S
| Extract Neighbor Relations(“Jeff Probst™) | 1 “spouse, is_a” H i 1 H
! : : : : P OT 1 spouse
Extract_Column_Name(*Team” : i “Team,...Capacity” | i i :
! z | Name; ) 5-5 | - LLM :-5 Stadium
\ Extract Table&Column_Name(“mus_vis™) | 1 Svisiter(*ID,. L) ! E H
| H . fF
. Invoking , ' Linearization / . Generation | |
__________________ g onemmmmmnmaae i e b




QS8A on tabular data: StructGPT

= First, we extract all column names of a table,
linearize them, and leverage LLMs to select the
relevant ones {c} according to the question.

= Then, we extract the contents of all relevant . ... [ e
. . o i Question ' | Final Answer or Executable SQL ;

columns, and select the useful row indices {j} =~ =« = wowwwwn i A e |

bU LLMs. 5_E‘i’iﬁf":ﬁ?&_________‘f?“_“f_"_ﬁf_y_‘iifitf’fi‘_’f‘_"_Vfigf_%‘fff%P}%fff’____,____,5 E,EF%FETff’,"f‘f%‘i{*i??}‘,‘,‘fisitf’f,,“{%??ﬁ?%?i%?,,,i
R Ny P

. [ Extract_Neighbor_Relations(*“Jeff Probst™) ‘: ! “spouse, is_a” ‘: i \: or ! spouse E

= The selected columns and rows indexes are | c.cwovmmn > oo - LM (G - L
used for creating a sub-table, from the ™™™ Vil e e |
original one.

= Based on the linearized sub-table, the LLM
finally generates the answer to the question.

Generating answers from semantically structured documents




QSA on (multi-)tabular data: MultiTabQA

= Given a question Q and a set of N tables T,, the
goal of the multi-table QA model is to perform
chains of operations over T,, constrained by Q,
and generate atableT,,;.

= This model always generate a table as output, thus
it does not generate text.

answelr table

answer table header “row 1 row 2
FHNUE - NI B- el g0 @
] L] I R . .
MultiTabQA (Seq2Seq) l
S
question : g 0 _  <table_name>| |n; _  col hi| | |ha..row1 | : It || g?|...rowk| ! || | n2 [<table_name> |nq | _|col | :
questid\iiiquery ' table 1 name ' table 1'header - table 1 rows table 2'name tablézﬁéadef
input table 1 input table 2
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QS8A on (multi-)tabular data: MultiTabQA (cont;

= Pre-training phase follows a curriculum
learning approach:

1. Stage 1 is single table QA where the Pre-Training Fineuning
model learns to generate tabular S vt T mugmemeavaime N )

. . Stage 1 Augmented Dataset
answers from simple SQL queries. N
S [ |
CtOf'E)tIeXt Multi-table Context Tabular Output | | | Multi-table Context
2. Stage 2 is multi-table QA where the { sqLaueiess | Stage?
model trained in Stage 1 is further > spidersaL } ] [———
- (| Table S Questi
tuned for multi-table SQL QA. A e J | uestions
| Tapex-Pretraining T L7| i~ Synthetic SQL T 1 1
N Corpus S 2/ tabe output

= Final stage of training is fine-tuning the
pretrained model on natural language
questions.

Generating answers from semantically structured documents




Open problems




Open problems

= Inthe approaches we considered, entities constituting
a knowledge graph are represented by names.

= How could we properly represent documents as
entities?

= What is the best method for generating text from
structured data?

= Is there a way to adapt the pre-training phase used
for KG to document-based KG?

Generating answers from semantically structured documents




Open problem - documents

= Ashort textual context can be represented as an embedding.

= Documents may contain several pages. How could we
represent them?

= Summarizing and then embedding?
= Are metadata useful for this scope?
=  How much information is lost?

= Current methods linearize the entities and relations of a KG,
how could we do the same with documents?

= This problem has an impact both on the text generation and on
the pre-training phase.

Generating answers from semantically structured documents




Open problem - data disambiguation

= The knowledge acquired by an LM is crucial for the
generation of the text, especially for the disambiguation
of the entities and relations.

* How much performance do we lose when working on
niche topics or with new terms? (zero-shot)

= An LM may need to be trained with a continual learning
technique, both to learn new terms and to remember
those previously learned.

= Multi-hop reasoning: how can the relationship between
far-away entities be captured efficiently?

Generating answers from semantically structured documents




Thank you for
your attention!
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